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Context
BnF will be running its first broad crawl at the end of 2009 / beginning of 2010. 
Since 2004, our broad crawls were run by the Internet Archive. In 2008, we set up a specific organisation with IA to be able to monitor the crawls: we had weekly phone meetings during which we went through the crawl status and potential problems. A day before each meeting, IA issued frontier reports (one for each of the crawlers) which we used to compile progress stats and extract non-empty queues that:
· reach their budget (first 5,000, then 7,500, last 10,000 URL) (retired queues),

· were very large (where totalEnqueues > 100,000).
We carefully looked at these large queues to identify good and junk data (squatting, out of scope, loops…) and then give instructions to IA to either raise the budget or take the domain out from the queue.
Our ideas for building a monitoring tool are based on this experience and also the way we have been monitoring our selective crawls.

The monitoring tool consists in two pages:

1) Main dashboard

2) Job dashboard
Main dashboard

The main dashboard is accessible in NetarchiveSuite menu. It contains a list of all running jobs. It is automatically updated every N minutes (N can be configured). All following information about a job is recorded at the beginning of the job and every N hours (N can be configured) to shape the “job report” or “job record”.
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Mock-up of the main dashboard
The dashboard shall contain the following data:

	N°
	Description
	Category

	1
	Link to the « Job report » or « Job record »
	Links

	2
	Link to Heritrix Admin console
	

	3
	Job Name and ID
	Job

	4
	Associated Harvest definition
	

	5
	Crawler name
	

	6
	Number of downloaded files
	Files

	7
	Progress (percentage downloaded/queued)
	

	8
	Number of queued files
	

	9
	Size of crawled files
	

	10
	Number of queues
	Queues

	11
	Number of active queues : in-process/ready/snoozed
	

	12
	Number of inactive queues
	

	13
	Number of queues that reach the budget (retired queues)
	

	14
	Name and number of URL in the deepest queue
	

	15
	Number of exhausted queues
	

	16
	Number of queues above N URL
	

	17
	Job status
	Technical

	18
	Elapsed time
	

	19
	Heap
	

	20
	Threads
	

	21
	Number of downloaded URIs/sec + avg
	

	22
	Size of crawled files in KB/sec + avg
	

	23
	Alerts
	


Job dashboard

The job dashboard contains the “job report” or “job record” and the list of queues that have to be processed.

“Job report” or “job record”

The Job report contains the data accessible in the main dashboard that was recorded every N hour. Exhausted, active and retired queues and progress are drawn as curves.
Queues to be processed

Queues are extracted from Heritrix frontier reports. The list is build from a configuration file with options that can change during the harvest:
· queue types (active/inactive/retired),

· budget,
· number of Enqueued URL.
Examples : 

· Case n°1: the list contains actives queues that reached their initial budget of 5,000 and for each the number of enqueued URL is above 100,000.

· Case n°2: the list contains retired queues that reached their final budget of 10,000 with no limit of enqueued URL.

· Case n°3: the list contains all queues for which enqueued URL is above N URL.

The list of queues to be processed is displayed as a table which contains the following data:
	N°
	Description
	Example

	1
	Queue name in SURT format
	fr,france-emplois,

	2
	Number of downloaded files (currentSize)
	2 573 179

	3
	Number of enqueued URL (totalEnqueues)
	2 578 569

	4
	Budget ratio (totalSpend/totalBudget)
	5400/7500

	5
	Number of errors (errorCount)
	

	6
	Last crawled URL (lastPeekUri)
	http://www.france-emplois.fr/cherche/code-postal/24/enseignement.html 

	7
	Last enqueued URL (lastQueuedUri)
	http://www.france-emplois.fr/9456/24510--enseignement.html

	8
	Queue type (active/inactive/retired)
	

	9
	Depth/Scope (host/domain…)
	

	10
	Number of hosts for a domain
	

	11
	Links to live websites on lastPeekUri and lastQueuedUri
	

	12
	Link to a Google search (site:xxx lastPeekUri and lastQueuedUri)
	

	13
	Link to the Wayback Machine on lastPeekUri and lastQueuedUri
	

	14
	Link to Heritrix Admin console
	

	15
	Link to Domain in NetarchiveSuite
	


